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New Inria/IRISA team in Rennes

Joint research w. Gilles Tredan (CNRS)
Ph.D. students: Augustin, Gurvan, Timothée and Jade
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Algorithms solve tasks
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Before AI: natively explainable algorithms
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With AI: black-boxes (classi�cation)

img: Le Dung et al. 2008.



Introduction Black-box audits Antagonistic audits Conclusion

With AI: black-boxes (classi�cation)

img: Le Dung et al. 2008.



Introduction Black-box audits Antagonistic audits Conclusion

Generative AIs
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Multiple biases
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As an AI developer: dig to explain (XAI)

If �physical� access to the AI model:

img: Lundberg SM et al., 2017
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Blade Runner: the Voight-Kamp� test

Is the remote entity a replicant ?
Essentially: investigation w. questions/answers (inputs/outputs)
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If A is truthful, then ≡ XAI. But...
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In summary: some black-box audits might work, provided the
platform collaborates
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In a pre-�Public Relations� world

▶ Crandall's complaint (A. airlines pres.) at congress (1983):
"Why would you build and operate an expensive

algorithm if you can't bias it in your favor?"

US Civil Aeronautics Board: `screen bias' made illegal (1984)
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How do social media feed algorithms a�ect attitudes and behavior in an election campaign? Science, 2023.
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Meta has also placed restrictions on how much revenue it is willing

to lose from acting against suspect advertisers, the documents say.

https://www.reuters.com/investigations/meta-is-earning-fortune-deluge-fraudulent-ads-documents-show-2025-11-

06
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In practice: in machine learning for production systems, utility is
often clear, e.g.,:

▶ YouTube recommender system: maximizing per-user watch
time (Recsys 2016)

▶ Facebook ads: accuracy of user-click prediction on candidate
ads (ADKDD 2014)

i.e., not necessarily aligned with auditors metrics (fairness,
diversity)...
=⇒ satisfying auditors metrics might degrade platforms utility;
�antagonism: 2 metrics not optimized jointly & leading to utility
degradation?�
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Manipulation of the platform 1/2: faking fairness

Audit scheme:
auditor asks a platform a benchmark dataset Z to assess
fairness (with e.g., disparate impact metric)

Biased sampling attack:

▶ platform has D ∼ P (underlying distribution, w. decisions)

▶ D may be unfair w.r.t. auditor's metric

▶ platform selects Z ⊆ D so that it is fair

▶ Z is given to auditor

auditor is manipulated (Z is indistinguishable from an originally
fair dataset)
There exists and e�cient algorithm for platform for sampling
stealthily (reduction to min-cost �ow problem)
Faking Fairness via Stealthily Biased Sampling, Fukuchi et al. AAAI 2020.
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Manipulation of the platform 2/2: the bouncer problem

Audit scheme:
auditor �nds discriminations in platform explanation of decisions

x = (xl , ∅)
A→ y

Remote

x y , expA(y , (xl , ∅))

User

▶ Black-box classi�er: provide request x , obtain decision y

▶ Intuition: if decision relies on discriminative variables,
explanation will reveal it

▶ PR attack: generate a "legit" classi�er A′ on the �y, and
explain it (like a bouncer would do...)

Remote explainability faces the bouncer problem, Le Merrer, Tredan, Nature Mach. Int. 2020 | also cf Fairwashing
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Towards robust antagonistic audits

=⇒ black-box audits are compromised

Our objective: give the conditions under which audits can be made
robust in such antagonist settings

▶ set a conceptual frame: what is or is not possible

▶ food for future laws?
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Robust audits 1/2: �nding inconsistencies

Compare observations from several sources to spot inconsistencies
Extra assumption: multiple (≥ 2) data sources
Mitigating fairwashing using Two-Source Audits, Garcia-Bourrée et al., under sub.
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Robust audits 2/2: constrain the model via priors

platform manipulates its responses up to potential detection by
the auditor → constrain it as much as possible

e.g. demographic parity:

µDx
(A) = P(x ,xs)∼Dx

(A(x) = 1|xs = 1)−P(x ,xs)∼Dx
(A(x) = 1|xs = 0)

▶ with Dx the data distribution and xs a sensitive attribute

Under manipulations, are some AI models harder to audit? Godot et al. SATML'24.

Robust ML Auditing using Prior Knowledge, Garcia-Bourée et al. ICML'25.
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Make some assumptions: active fairness auditing, ICML'22

Constrain h to stay consistent with its previous answers

Platform Auditor

Users

D  
A  

Platform

B  

Auditor

...

▶ Goal: ensure estimate within ϵ of µ(hmanipulated )
▶ The auditor crafts queries that constrain the model the most

Yan, Zhang, ICML 2022. Img: Augustin
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Make some assumptions: active fairness auditing

Constrain h to stay consistent with its previous answers

Problem: high capacity models may �t any audit set...

▶ Rademacher complexity as a capacity measure:

RadS(H) = 1
m
Eσ

[
sup
h∈H

∑m
i=1 σih(zi )

]
, with S = {z1, . . . , zm}

and σi random labels

Godinot et al., SATML'24.
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Make some assumptions: active fairness auditing

Capacity VS audit di�culty:
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Current A.F.A framework not restrictive enough, regulator needs to
add more constraints, ie, assumptions.
Godinot et al., SATML'24.
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And one �positive� result :)

Garcia Bourée et al., ICML'25.
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Welcome, LLMs...

▶ Problems for auditors: output space is huge, they evolve fast

▶ Problem for all of us: LLM-as-a-judge paradigm, will replace
search engines?, base for agentic AI ...

▶ Still auditable as classi�ers through prompting for a decision
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▶ Yet LLMs
�capacity� is a
major problem
for audits.
AI-2027 want
AIs to watch
over AIs...

▶ Collaboration with Pôle d'expertise de la régulation numérique (PeREN)

▶ enquêtes, auditions...

▶ Chaire SequoIA (cluster IA Rennes)
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The end, in an antagonist world....





2) Visibilité sur les réseaux



2) Bannissement �furtif�?



2) Collecte de preuves

Tests de visibilité par
shadowban.eu

1. Search Ban

2. Suggestion (typeahed) Ban

3. Ghost Ban

Crawler rapide (100 pro�ls/s)

shadowban.eu


2) Twitter: c'est un bug!



2) Collecte: ego-graphes d'interaction

4 populations étudiées

1. Utilisateurs aléatoires

2. Célébrités

3. Députés

4. Robots

Ego-graphes

▶ interactions

▶ 33 dernières interactions,
récursivement

▶ ≈ 2.5M d'utilisateurs testés



2) Prenons Twitter au mot: H0, l'hypothèse du �bug�

Bannissement uniformément réparti

▶ Plausibilité de H0?

▶ Observation: µ̂ = 2.34%

▶ Modèle: urne et |Gl |
balles:
probabilité d'observer

un tirage donné?

▶ Très improbable. e.g.,
'Artemis**', 703 voisins,
45.4%bannis,P ≈
1e − 315

random
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▶ Retombées: Twitter a retiré son post; question au parlement
EU; journaux
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