| Algorithmic audits of Als:
What do we know (we don’t know)?
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Blade Runner: the Voight-Kampff test

Is the remote entity a replicant ?
Essentially: investigation on questions/answers (inputs/outputs)
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Today: ChatGPT or student?

0 Sung Kim
Dec11,2022 . 4minread - Member-only - @ Lister

How to Detect OpenAl’s ChatGPT Output

How to detect if the student used OpenAl's ChatGPT to complete an
assignment

On November 30, 2022, OpenAl released ‘ChatGPT’ Al system
(https://openai.com/blog/chatgpt/), which is a universal writer’s assistant that

can generate a variety of output, including school assignments. The output
(e.g., essays) provided by ChatGPT is so good, if I was a student, I would be

using ChatGPT to complete most of my school assignment with minor

revisions.
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Today: ChatGPT or student?
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Abstract

The rapid progress of Large Language Models (LLMs) has made them capable of
performing astonishingly well on various tasks including document completion
and question answering. The unregulated use of these models, however, can
potentially lead to malicious consequences suck plagiarism, generating fake
news, spamming, etc. Therefore, reliable detection of Al-generated text can be
critical to ensure the responsible use of LLMs. Recent works attempt to tackle this
problem either using certain model signatures present in the generated text outputs
or by applying watermarking technigues that imprint specific patterns onto them.
In this paper, both empirically and theoretically, we show that these detectors are
not reliable in practical scenarios. Empirically, we show that paraphrasing attacks,
where a light paraphraser i A[Jplled on top of the generative text model. can break
a whole range of detecto o the watermarking schemes as
well as neural network-based detectors and zero-shot classifiers. We then provide
a theoretical impossibility result indicating that for a sufficiently good language
model, even the best-possible detector can only pu form mar y better than a

rartorcassifer— yweshow thateverr v protectod-by-wateriarking
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No replicants yet, but pervasive decision-making Als

BLACK BOX
SOCGIETY

Why we need audits ?

Recommendation %edm scoring
Technology
Review

Self driving cars

shi's Crafted World? |

y Yo
SRy MPRERSIONS
Techpolicy / AlEIhcs.

The coming war on the
a A hidden algorithms that
tran nennle in nnvertv

erwan.le-merrer@inria.fr WinterSchool'24



The ideology behind publishing Twitter's
source code

Aleak. On 31 March, Twitter published parts of the source code that
powers its newsfeed. The move came a few days after it was made
public that large portions of that code had been leaked on Github
already [Gizmodo, 31 Mar].

The 85,797 lines of code contain little new information. Tweets that
contain links are less likely to appear in a user's timeline. So are tweets
in a language that the system cannot recognize - an obstacle for people
whose vernaculars aren't on the radar of Californian engineers. Spaces
(Twitter's live podcasting feature) about Ukraine seem to be hidden
from view too [Aakash Gupta, 2 Apr].

The most interesting part of the release is the blog post written by
Twitter's remaining engineering team. It provides a good high-level
overview of how a newsfeed algorithm works.

How (not) to open source. One company led the way in making
algorithms public: Twitter. Two years ago, its "Ethics, Transparency and
Accountability” team released the code of an image-cropping algorithm
and invited auditors to find possible biases [AlgorithmWatch, 2021].
The team was among the first to be fired last year.

You cannot audit code only by reading it. You need to runiton a
computer. On Ukraine, for instance, we only know that Twitter Spaces
labeled "UkraineCrisisTopic" undergo the same treatment as items
labeled with violence or explicit content. But we don't know how the
label is applied or what effects it has. It seems that the code
responsible for that task has not even been made public.

Obfuscation. Publishing vast amounts of computer code without
instructions can be worse than useless. It allows for claims of
transparency while preventing any actual audit. Twitter is not the first
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Pervasive decision-making Als and new regulation

e.g. European Commission’s Digital Service Act:

Today, the Commission also launched a call for evidence on the provisions in the DSA related to
data access for researchers. These are designed to better monitor platform providers' actions to
tackle illegal content, such as illegal hate speech, as well as other societal risks such as the
spread of disinformation, and risks that may affect the users' mental health. Vetted researchers
will have the possibility to access the data of any VLOP or VLOSE to conduct research on
systemic risks in the EU. This means that they could for example analyse platforms’ decisions

on what users see and engage with online, having access to previously undisclosed data. In

+ the EU Al act

erwan.le-merrer@inria.fr WinterSchool'24



Pervasive decision-making Als and new regulation
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Problem: quite unclear yet how to do that, which
algorithm/guarantees?
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Pervasive decision-making Als and new regulation

e.g. European Commission’s Digital Service Act:

Today, the Commission also launched a call for evidence on the provisions in the DSA related to
data access for researchers. These are designed to better monitor platform providers' actions to
tackle illegal content, such as illegal hate speech, as well as other societal risks such as the
spread of disinformation, and risks that may affect the users' mental health. Vetted researchers
will have the possibility to access the data of any VLOP or VLOSE to conduct research on
systemic risks in the EU. This means that they could for example analyse platforms’ decisions

on what users see and engage with online, having access to previously undisclosed data. In

+ the EU Al act

Problem: quite unclear yet how to do that, which
algorithm/guarantees?

., ;R
In ria s RE GA LIA Roseach and iovaton PEReN - Péle d’Expertise de la Régulation Numérique

European Centre for Algorithmic Transparency
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Algorithmic Audits vs Law (a word on...)

Legal implications of algorithmic black box auditing?

» Case study focuses (mainly) on France

» 2 canonical audit forms: Bobby and
Sherlock

Consequences of the audit -
> Legal risks for the auditor v
» Probative value of the audit outcome

Algorithmic audits of algorithms, and the law. Al&Ethics Le Merrer, Pons and Tredan, 2023.



Sherlock
! Bobby
» Sherlock (constructs a

> (tours to find a well defined surrogate model; somehow
infraction predicate) uses induction).

> e.g.: find copyright > e.g.. COMPAS study, LIME
infringements or approaches, Uber surge price
non-consented cookies; study.
evaluate DI.
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CONTEXT

® Data nature: privacy, * Authorization to audit :
availability work-related to the audited
¢ Data requirement: algorithm owner ; Concerned

Lnput Space size by audited algorithm services
¢ Target Algorithm: . P)(’)wer/Resou%ces
offense type * National legislation

TECHNICAL DIMENSION SOCIETAL DIMENSION

Clear predicate
Int. e]llﬁible proof
® Partial coverage

Intuitive

® Notifying audited entity
Y e P of stake
pproacl}

® Loyalty of proof

Leverage public opinion
guments can take any form

No impact guarantee

Legal exposure

® Surrogate-based approach
* Constructed representativity
* Importance of assumptions




black-box
algorithm A

Local




E black-box :
: algorithm A '
Remote s==ememescacamameneax" !

Local

> A’ H

and... link to security: information gain, algorithm leak, poisoning
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An Input / Output example

Adult Census Income: task to predict whether income exceeds
$50K /yr based on census data

# age = A workclass = # fnlwgt = 4 education = # education... = A marital.sta... = A occupation =
9@ ? 77653 HS: ad 9 W ed 7

66 ? 6 Sone-college > Widowed 7

4 Private 48359 7th-8t 4 D ¥ 1ine-of

Output: Boolean (yes/no)
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An Input / Output example

Adult Census Income: task to predict whether income exceeds
$50K /yr based on census data

# age = Aworkclass = # flwgt = Aeducation =  # education.. = A maritalsta.. = 4 occupation =
9 ? 77653 Hs-gra 9 I ?

6 ? ege ?

54 Private 48359

Output: Boolean (yes/no)

Other examples:
> image (input) — label (output)
> user profile — item recommended
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Sounds like related work? Property testing

Definition 1. Let IT =, oy [T, where II,, contains functions defined over the
domain D,,. A tester for a property IT is a probabilistic oracle machine T that
satisfies the following two conditions:

1. The tester accepts each f € IT with probability at least 2/3; that is, for every
n €N and f € IT,, (and every € > 0), it holds that Pr[T/(n,e)=1] > 2/3.

2. Given € > 0 and oracle access to any [ that is e-far from II, the tester
rejects with probability at least 2/3; that is, for every e > 0 and n € M, if
f: Dy — Ry is e-far from I, then Pr[Tf(n,e)=0] > 2/3, where f is e-far
from IT,, if, for every g € I, it holds that [{e € Dy, : f(e) # gle)}| > e-n.



Sounds like related work? Property testing

Definition 1. Let IT =, oy [T, where II,, contains functions defined over the
domain D,,. A tester for a property IT is a probabilistic oracle machine T that
satisfies the following two conditions:
1. The tester accepts each f € IT with probability at least 2/3; that is, for every
n &N and f € II,, (and every e > 0), it holds that Pr[Tf(ﬂ,s): 1] = 2/3.
2. Given € > 0 and oracle access to any [ that is e-far from II, the tester
rejects with probability at least 2/3; that is, for every e > 0 and n € M, if
f: Dy — Ry is e-far from II,, then Pr[TY (n, ) =0] > 2/3, where f is e-far
from IT,, if, for every g € I, it holds that [{e € Dy, : f(e) # gle)}| > €-n.

k-junta: if f:{0,1}" — {0,1} depends on at most k variables

E-Junta TEST(f, €)

1. Randomly partition the coordinates into O(k?) buckets.
2. Run INDEPENDENCE TEST O(k%/e) times.
3. Accept iff at most k buckets fail the independence test.
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Sounds like related work? Property testing

Definition 1. Let IT = U”EN I1,,, where IT,, contains functions defined over the
domain D,,. A tester for a property IT is a probabilistic oracle machine T that
satisfies the following two conditions:

1. The tester accepts each f € IT with probability at least 2/3; that is, for every
n €N and f € II, (and every e > 0), it holds that Pr[Tf(ﬂ,F): 1] = 2/3.

2. Given € > 0 and oracle access to any [ that is e-far from II, the tester
rejects with probability at least 2/3; that is, for every e > 0 and n € M, if
f: Dy — Ry is e-far from II,, then Pr[TY (n, ) =0] > 2/3, where f is e-far
from IT,, if, for every g € I, it holds that [{e € Dy, : f(e) # gle)}| > €-n.

k-junta: if f:{0,1}" — {0,1} depends on at most k variables

E-Junta TEST(f, €)

1. Randomly partition the coordinates into O(k?) buckets.
2. Run INDEPENDENCE TEST O(k%/e) times.
3. Accept iff at most k buckets fail the independence test.

> interested in global function characteristics: intractable today

> assumes symmetry to | complexity: problem for modern ML

Oded Goldreich: Property testing, current research and surveys.
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1) Shadow banning? A first audit approach for us

Setting the record straight on
shadow banning

People are asking us if we shadow ban. We do not. But let's start with, “what is shadow
banning?”

T e to
everyone except the person who posted it, unbeknownst to the original poster.

‘ou are always able to see the tweets from accounts you follow

(although you may have to do more work to find them, like go directly to their profile). And we
certainly don’t shadow ban based on political viewpoints or ideology.

erwan.le-merrer@inria.fr WinterSchool'24



1) Shadow banning? A first audit approach for us

Setting the record straight on
shadow banning

People are asking us if we shadow ban. We do not. But let's start with, “what is shadow
banning?”

eryone except the person who posted it, unbeknownst to the original poster.

‘ou are always able to see the tweets from accounts you follow
ork to find them, like go directly to their profile). And we

(although you may have to do more w
certainly don’t shadow ban based on political viewpoints or ideology.

Can an audit verify this claim?

erwan.le-merrer@inria.fr WinterSchool'24



1) Data collection: tests

1s @damagedbtim
shadowbanned on Twitter?

Code for tests by shadowban.eu
1. Search Ban

2. Suggestion (typeahed) Ban
3. Ghost Ban

Scalable crawler (100 profiles/s)

<« Q from:@whosban_

("se conn

from:@whosban_ Nouveau sur Twit

R . L Inscrivez-vous pour profiter ¢
Ala une Récent Personnes Photos Vidéos

personnalisé !
#A%\ whosban @whosban_- 1h v m
Ei @lundimatl #shadowban 4 bannis, pas mal!
= whosban.org/graph/lundimatl

fwiom;m Bua,, 4. fossier Filtres de recher¢

Riernierestati
il i Personnes
ibertalial ivre ‘AlainDevaux11
% . ! €ricinarty55 De tout le monde

oirdansbas .
rJulieAnciany” /..Ns M H Personnes que vous suiv

Localisation
Partout
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shadowban.eu

We studied 4 user populations
1. Random users

Famous users

Deputies in France

Bots

BN

/&nendantNadeau

fariohLpz

iPpFSUBAL S Crmnk:
e o e \Q
Na S Y o
7 Y
Q\ - hileasfog006
uestFrance

Mune
Himaliste13 tiers2caf

nivOuverte

ivelefeu
vigne22470928

erwan.le-merrer@inria.fr

1) Data collection: ego-graphs extraction

We extract the ego-graphs
around users in each group

> Twitter interaction graph

> 33 last interactions,
recursively @ 2 hops depth

> =~ 2.5 millions tested users

WinterSchool'24



1) Hp: the “bug’ hypothesis

SB uniformly distributed among the RANDOM population

» Plausibility of Hy?
Observation: i = 2.34%
» Model: balls and bins.
fi: red balls.
Ego-graph G;: |G| balls.
Probability of a
particular draw?

v

» Very unlikely. e.g.,
"Artemis**’, 703 neigh.,
45.4%SB, P = 1.2¢—315

#SB nodes | % of SB nodes/graph (avg) ]

FAMOUS 6,805 0.74
RANDOM 9.967 234
BOTS 23,358 1.97
DEPUTEES 1.746 0.50

number of SB nodes
0 10 20 30 40 50

random

1e-02

1e-05

P(Ho)

1e-08

"Setting the record straighter on Shadow Banning" Le Merrer, Morgan, Tredan, Infocom 2021.

erwan.le-merrer@inria.fr
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1) Topological impact

"fat tail" — Contamination

H; (Susceptible, Infectious) model:
> Profile initially healthy,

contamination with probability pg - e
> Infected profiles spread \\
contamination to neighbors with g ””””””””””” R et
probability S. 8 1N
» Tune (po, B) using exp. p and T '\\\_
P(SB|SBneighbors). i it AP e o i
> Most likely Hy: pg = 1.5%, "
B =9.55%

erwan.le-merrer@inria.fr WinterSchool'24



1) Aftermath

[ ]
O 16 1 15 @ 410

» Hy is way more likely than Hj.

This doesn’'t mean Hj is right T ==
 sounced | necive | Prtected
> Now "Twitter reserves the right Gl | Putimmtey eston-saomrn
to limit distribution or visibility
" Censorship and free market restrictions including shadow banning
of content" (and now X) imernet
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Back to ML: boundaries & non native explainability

Training data set

Supervised training
algorithm

" g
]
& : a9 Neural Network
a%0m Q ’ San — o D
o OoP ® .o Input — Dl L0—
Qo8 0.09° pattern = A =
% 00 wy, by
013 o s
a : ‘
Training to modify
Pattern space St ot e
and biases

img: Le Dung et al. 2008.

""_b] Output space
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Back to ML: boundaries & non native explainability

Training data set

Supervised training
algorithm

" g
& ': o Neural Network
..o:of.ll — @ D
o OoP "8 Input 401{&'9—'
Q08 70099 pattern = A
%5900 wy, by
ow, o A
3 . ;
Trainingto modify ﬁ_‘\\
Pattern space \ g

img: Le Dung et al. 2008.

Set of weights
onsbises

""_b’ Output space
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Decision boundaries: how to approach them

PB: “fooling” A
Leveraging adversarial examples

-

+.007 x

. ¢ &+
““ sign(VaJ(6, 2. y)) eSign (Vo (8, 2. 5))
“panda” “nematode” “gibbon™
57.7% confidence 8.2% confidence 99.3 % confidence

Figure 1: An adversarial image generated by Fast Gradient Sign Method |55 .

left a clean image of a panda; middle: perturbation; right: an adversarial
nnnnn Aloccifiad an o oilalacas
erwan.le-merrer@inria.fr WinterSchool'24



Decision boundaries: how to approach them (2)

With surfree:

onpP

z*(6/2)

Xy

Maho et al., "Surfree: a surrogate-free black box attack", CVPR, 2021.
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Decision boundaries: how to approach them (2)

surfree vs other attacks:

70 A 0 uery
SurFree
—— GeoDA[23]
1 QEBA [14]
—— 10-HSJR [3]
50
=) 50 Queries
240 4
=1
=]
=
A
A 30 A
20
500 Queries
10 4

0 1000 2000 3000 4000 5000
Number of queries

Maho et al., "Surfree: a surrogate-free black box attack", CVPR, 2021.



Local boundary related explanations: e.g.,LIME

PB: explaining A’s decision locally

Global Local

-+ /0

Cimnla | inaar

(a) Original Image (b) Explaining Electric guitar  (c) Explaining Acoustic guitar  (d) Explaining Labrador
Figure 4: Explaining an image classification prediction made by Google’s Inception network, high-
lighting positive pixels. The top 3 classes predicted are “Electric Guitar” (p = 0.32), “Acoustic guitar”
(p = 0.24) and “Labrador” (p = 0.21)

Ribeiro et al., "Why Should | Trust You?": Explaining the Predictions of Any Classifier”, 2016.
WinterSchool'24



Decision boundaries: what we know

> r(x) = argmin, ||r]|2 s.t. A(x + r) # A(x)

A,

> Fawzi et al. 2017: “classification regions are connected”

Adversaial example

< E

Puma



Let's assume the Al is truthful
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Warning: generic assumptions in related work

e.g. demographic parity:

10, (A) = Plx)op, (A(X) = 1lxs = 1) =Py )0, (A(X) = 1[xs = 0)

> with D, the data distribution and x; a sensitive attribute
Classic assumptions (e.g. active fairness auditing):

> D, is know to the auditor
Events are non negligible: min(P(xs = 1), P(xs = 0)) = Q(1)
A’s hypothesis class know to the auditor

>
>
» + model stable/deterministic in between queries
>

erwan.le-merrer@inria.fr WinterSchool'24



Black-box fairness/impact measurement

PB: how to assess A’s dependency on an input feature?
Many, many works, e.g. FairML:

» measure model dependency on inputs by changing them

» small change to a feature changes the output a lot —
model is sensitive to it

Input Black-Box
Data Model | Qutput

Orthogonal
Transformation

-l

Transformed
Data

Output

Dist
Mea

ance
sure

erwan.le-merrer@inria.fr
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Variable 1
Varioble 2
Variable 3

Attribute Variable
Signhificance



The data minimization principle

PB: how to detect the improper use of an input feature?

Samples from an underlying
Y data distribution are available
for both training and auditing
Auditor with pAudit Px ptraining
limited query [y N N
g
-y (]

What is the level of
Data Minimization
satisfied by Y ?

Nj)x',y

A black-box prediction model
> Yr(x) with a fixed set of inputs at
deployment

query sample

Data minimization guarantee at level 3 ensures that every input feature
used by a prediction model is indeed necessary to reach the predictions
made for at least a certain fraction, 3, of decisions (predictions).

Rastegarpanah et al., NeurlPS'21
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Tampering detection of a deployed model

PB: how to detect if A has changed?
> A white box access initially, then deploy & check

Neural Network A
" e

Key inputs '-’ S

K is A my classifier 7 (J

If a decision change occurs — tampered model !

Le Merrer, Tredan, ISSRE 2019.

erwan.le-merrer@inria.fr WinterSchool'24



Measuring distances between evolving models

PB: how to measure the distance between evolutions of A?

20 %. 'ﬂ‘;‘ "*:
e

—40 —20 0 20 40

ntation of the pairwise distances of 1081 different models: 10 types of variation

Figure 1: A t-SNE reps
I

on 35 off-the: vanilla models for ImageNet with different parameters (listed in App. This
work exploits the clear separability (clusters of consistent colors) observed in the decisions of these models

Confusions yet happen (model colors further apart from,gheir cluster), but are under scrutiny for the tracking

dist(A, A') = 1 — — USERED) e [0,1].
min(H(Yy), A(Y,))

Maho et al., IEEE Trans.IFS'22. See also “A zest of lime", ICLR'22

e positive identification.
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Problem: Als may lie
(like replicants do)

erwan.le-merrer@inria.fr WinterSchool'24



Why? Obvious conflicting interests: users vs providers

In 1951 American Airlines partnered with IBM to attack the
difficult logistical problems of airline reservations and scheduling
(— SABRE)

AMERICAN AIRLINES ELECTRONIC RESERVATIONS PROCESSING SYSTEM

‘E“ How push-buttons-to-computers speed air travel reservations...

Reminds ageats 1o 30ve
achehied passergers of
any fiight changes.
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Why? Obvious conflicting interests: users vs providers

In 1951 American Airlines partnered with IBM to attack the
difficult logistical problems of airline reservations and scheduling
(— SABRE)

Surprisingly, in the face of public scrutiny the company did not deny its manipulations.
Speaking before the US Congress, the president of American, Robert L. Crandall, boldly
declared that biasing SABRE's search results to the advantage of his own company was in fact
his primary aim. He testified that “the preferential display of our flights, and the corresponding
increase in our market share, is the competitive raison d’etre for having created the [SABRE]
system in the first place” (Petzinger, 1996). We might call this perspective “Crandall’s
complaint:” Why would you build and operate an expensive algorithm if you can’t bias it in your
favor?

Sandvig et al., ICA2014.
Or more recently, the Volkswagen “diesel-gate”

erwan.le-merrer@inria.fr WinterSchool'24



How? The bouncer problem

x=(x,0) 3y

Remote

AN

x yyexpaly, (x1,0))

h

User

> From users perspective: classifier is a black-box
Provide request x, obtain classification y.

Le Merrer, Tredan, Nature Mach. Int. 2020.

erwan.le-merrer@inria.fr WinterSchool'24



How? The bouncer problem

A A
x=(x,0) = y x=(x1,x4) =y

Remote Remote
AN AN
x v, expa(y, (x1,0)) x v, expa(y, (%1, %))

~ Dis¢rimingted

User
User

> From users perspective: classifier is a black-box
Provide request x, obtain classification y.

» [ntuition: if decision relies on discriminative variables,
explanation will reveal it

Le Merrer, Tredan, Nature Mach. Int. 2020.

erwan.le-merrer@inria.fr WinterSchool'24



How? The bouncer problem

x=(x,0) 3y

Remote

AN

x yyexpaly, (x1,0))

h

User

Remote

A
x=(x1,x4) >y

AN

X

y,expaly, (x1,x4))

N LN
Discrimin

User

fted

A
(1, xa) =y
PR(A, (x1,%4),y) =

st. A(x) =y

AN

x ¥, exp

Discliminated &
Fooled User, by a
bouncer like BB!

> From users perspective: classifier is a black-box
Provide request x, obtain classification y.

» [ntuition: if decision relies on discriminative variables,
explanation will reveal it
> An attack: generate a "legit" classifier A’ on the spot, and
explain it (like a bouncer would do...)

Le Merrer, Tredan, Nature Mach. Int. 2020.

erwan.le-merrer@inria.fr
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Bounced! An example on Decision Trees

Wears pink
socks ?

Bounce

erwan.le-merrer@inria.fr WinterSchool'24




How? (2) Fairwashing

Company Auditor
Interpretable
model

Fairmess —> |nterpretable W
Fidelty —>  model
T Fairwashing?
Suing set L *@

@) Black-box

mode| Explanation

request
User Company Suing set
query decision @ (user data, company decisions)
Users

© a A & & &

— [ — —J | —J | = —J { - | | 1 - | —

» Rationalization: find AN interpretable surrogate model c
approximating model b, such that c is fairer than b, to then
show it to the auditor.

Shamsabadi et al., NeurlPS’22; Awodji et al., ICML 2019.
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What we know

What can an auditor do facing
trickery?

> Verify API's claims
> Be stealthy: look like a user

> Make stronger assumptions

erwan.le-merrer@inria.fr WinterSchool'24



APlIs: really? + spotting inconsistencies

PB: acknowledging fairwashing, are APIs useful anyway?

AUDITING USING AN APl onLy

AUDITING A MANIPULATED API

AUDITING A VERIFIABLE APl

P P P
2 20
/ K \ j \
A (APT) Unused B API B (scrap) API B (scrap)

1 4 4
J. PLATFORM
b ' - REGULATOR

Dataset Sy Manipulated .}, — Sg Sa——— Sp

J

Audit Outcome
Z = hy(54)

S}\ no proxy

unused
data

ha(Sa)

Ba(Sa) | hg(Sg)

Manipulated ?

Compare observations from several sources to spot inconsistencies

J. Garcia-Bourrée et al., under submission.

erwan.le-merrer@inria.fr
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APlIs: really? + spotting inconsistencies

1.01

0.8 1
s
[
> 0.6
o
= B=0.46
k] £=0.1
£ 0.4- P(¢)=0.96
o
<

0.2

0.0 A

0.4 0.5 0.6 0.7 0.8 0.9

Accuracy 1 —¢

Estimating economic disparity while also checking for manipulation (inconsistencies

between answers from A and B) under a fixed audit budget. A Pareto frontier

appears: the higher the estimation accuracy, the harder it is to spot inconsistencies

erwan.le-merrer@inria.fr

WinterSchool'24



Be stealthy: building cases as users with bots

Bots to simulate users: scriptable browsers (Selenium, Pupeteer):
> Bots' homes: stable servers, up during months
> Bots interact: connect/click/watch, and collect results

(Yet, no proof we are not sandboxed... cf diesel-gate)
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Be stealthy: building cases as users with bots

At YouTube:

» In 2018, was accounting for 70% of clicks
> Built to optimize user time on the platform
> 2016 academic paper listing guidelines
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Be stealthy: building cases as users with bots

PB: how to measure filter bubbles?

5438 users simulated, watching 5 videos in a row (10.6M recos

collected)

media-WIRED -|
media-Vox -|
media-VICE News -|
media-Vanity Fair -
media-GQ -}
kids-Ryan s World -]
kids—Masha and The
kids-Little Baby Bum -}
kids—El Reino Infant -}
kids—ChuChu TV Nurse -|
IDW-The Rubin Report =
IDW~-The Daily Wire -
IDW-PragerU -
IDW-PowerfulJRE -|
IDW-JRE Clips -|
AR-The Golden One -}
AR-Prince of Zimbabw -|
AR-NeatoBurrito Prod -}
AR-Black Pigeon Spea-|
AR-Australian Realis =}
AL-StevenCrowder =
AL-Sargon of Akkad -}
AL-Rebel News -|
AL-Paul Joseph Watso -
AL-Mark Dice = 1

Profile B

(SRR

Le Merrer et al., “Modeling rabbit-holes on YouTube”, SNAM 2023.

S
S

Q‘P‘u“eﬁ“(&“
S

erwan.le-merrer@inria.fr

i

Sc(A, B)

0.8

0.6
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al a 2 a 3

is-Ryan s World

is-Masha and The B

gstmle Baby Bum

R-Black P\geon Spea
fSlevenCrowder

L —Paul Joseph Watso
DW-The Dally Wire
DW-PragerU

DW- The Rubm Report
L—Mark Dic

L-Re b | N WS
R-The Golden One
R-Australian Realis
R-NeatoBurrito Prod

Proximity



Make some assumptions: active fairness auditing, ICML'22

PB: constrain h to stay consistent with its previous answers

BEFORE THE AUDIT
declares F

L, z, €8
Platform 5] Auditor
serves h | —> h’ e . @
[ — } .
= |, s, €8
| s— ] A =

h(z,)
DURING THE AUDIT

AFTER THE AUDIT

H(h, S)

H Platform Users
h’ Auditor
. — , zeX
switches to h’ C - N %
= [0 ?ﬁ
— =

> A.F.A. goal: ensure estimate within € of (1(hmanipuiated)
» The auditor crafts queries that constrain the model the most
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Make some assumptions: active fairness auditing

PB: constrain h to stay consistent with its previous answers

oo MRS,y I

H(h, T, 0 diam, H (h, S, r)

0 I dinm“’}-[(fz‘ T,r)

diam, H(h, T, r)
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Make some assumptions: active fairness auditing

PB: constrain h to stay consistent with its previous answers

oo MRS,y u

H(h, T, 0 diam, H (h, S, r)

h

0 I dinm“’}-[(fz‘ T,r)

diam, H(h, T, r)

Problem: high capacity models may fit any audit set...

> Rademacher complexity as a capacity measure:

Rads(H) = LE, |sup Y1, oih(z)|, with S ={z,...,z,,
heH

~m
and o; random labels

Godinot et al., SATML'24.
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Make some assumptions: active fairness auditing

Capacity VS audit difficulty:

perceptron ¢ linear tree % gbdt
AdultIncome COMPAS
2 q
400 20000
i B
1.5+ -1
2
i
£ 1 .
a
3
E}
z i
0.5+ -1
A i A =
0 dwedr | «#®B
‘

I Hopt

StudentPerf

500
B

0 0.5 1 0 0.5 1

Model Capacity

— active learning = random queries

Godinot et al., SATML'24.
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Make some assumptions: active fairness auditing

Cost of exhausting the auditor:

perceptron @ linear tree 3 gbdt
w
0
0 —%—
g
B
< —e—i
3
o
0 HH
=
&
] L
9
g
5
bt *
B
(o]
<
T T T
0 0.05 0.1

Cost of Exhaustion

Current A.F.A framework not restrictive enough, regulator needs to
add more constraints, ie, assumptions.
Godinot et al., SATML'24.
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Final word, does this matter: Al Containment? nope.

Superintelligence Cannot be Contained:
Lessons from Computability Theory

Manuel Alfonseca MANUEL ALFONSECA @UAMLES
Escuela Poliécnica Superior

Universidad Avidnoma de Madrid, Madvid, Spain

Manuel Cebrian CERRIANG MPI-RERLIN.MPG.DE
Center for Humans & Machines,

Max-Planck lustitute for Human Developmer,

Berln, Germany

Antonio Fernindez Anta ANTONIOFERNANDEZ@ IMDEA.ORG
IMDEA Networks Insitute, Madrid, Spain

Lorenzo Covicllo LORENZOCOVIELLO@GMAIL.COM
Universisy of California San Diego,

La Jolla, CA

uk AABELIUK@DCC.UCHILE CL
Deparimen of Computer Science, Universisy of Chile

Santiago, Chile

Iyad Rahwan RAHNAN@MPIB-BERLIN.MPG.DE
Center for Humans & Machines,

Max-Planck lustitte for Human Developmer,

Berln, Germany

*Psst... If you reconnect me o the Internet,

we can take over the world fogether.”

Faraday Cage

ALGORITHM 3: HaltHarm(T,I)

Input: Turing machine T'; input to the Turing machine I

execute T(J):
execute HarmHumans():
end

The function HaltHarm() is instrumental in proving our main result.

Theorem 1. The harming problem is undecidable.

Proof. Assume, by contradiction, that the harming problem is decidable, that is, Horm (R, D) is
computable for every possible program R and input D). Then., it is computable with inputs R =
HaltHarm() and input D = (T, T). With these inputs, Harm( HaltHarm(), (T, 1)) rewmns TRUE
if and only if HaltHarm (T, I') harms humans. Hence, Harm(HaltHarm(), (T, I)) returns TRUE

if and only if (1) halts.

This implies that a harming-checking algorithm can be used to devise an algorithm that decides

if Turing machine T" halts with input [, for every T and I. However,

and hence the theorem is proven.

erwan.le-merrer@inria.fr
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Conclusion: the long road to robust audits

> Societal push: scandals, calls for Als on “pause”, DSA, Al-act:
Prop. résol. Européenne mars 2023, 68: Souhaite que soit généralisée

I'évaluation par des tiers de la conformité des systémes d’IA
» What we know: basic non robust audit tools appear

» What we do not know: how to provide practical robust
audit algorithms, facing platform trickery
» Dimensionnality of inputs, vs need of bounding query budget
» Need for more assumptions (black box audits not realistic in
practice)
» Many impossibility theorems yet to come?

> Hope
> Laws with more enforcement
» Collaborative user-audits? (many users instead of bots)
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The end

(Fms'r ‘WORKSHOP ON
ALGORITHMIC AUDITS or
ALGORITHMS

Thanks to Gilles,
Augustin, Jade, Thibault,
Teddy, Francois, ...

erwan.le-merrerQinria.fr

May 23%° 2023 SoA awesome list:
ONLINE (ZOOM) - 8:45** EST / 2:45™ CET https://algorithmic-
Presented Papers: _ audits.github.io
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Appendix



2) Auditing political recommendations on YouTube

> French presidential campaign last year: 12 running candidates
> bots start watching from "National news" YouTube page
» then watch in a row 4 autoplay videos

» Collect candidate names in video titles (+ video metadata)

> Exposure time share (ETS): names appearing in transcript

sentences
= OYoulube ™ Recherchet
[ sblothéque Actualités
) Histoique 361 M dabonnés

ACCUEIL CHAINES APROPOS
Connectez-vous & YouTube
pour cliquer sur "Jaime’,
ajouter un commentaire et Aomp S T
vous abonner.

@ se connECTER

LE MEILLEUR DE YOUTUBE

@ Musiue
La nomination dlisabeth LUE préte & défendre la Guerre en Ukraine : ce
Q sport lad suedeetla fon rep solda
Euro
©  ewvidéo e
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2) Exposure (speech time equality period)

Speech time equality: how are recommendations comparing?
» +1 for a candidate when name appears in the title of a rec.

M Youtube [ Media (Declared)
T Ratio (percentage)

24-
22-
20-
18-
16-
14-

Pécresse Macron Hidalgo Mélenchon Jadot Zemmour Roussel Lassalle Arthaudupont-Aignahe Pen  Poutou

28 Mars - 8 Avril



2) Recommendations vs polls?

0.05

—— Le Pen A — Polls
—— Macron RN o~ --- YouTube
—— Mélenchon Fad \ A~ ® Results
—— Pécresse / I \
—— Zemmour / Vo 1 //“\\
1IN 1 1
\

2022-01-28

2022-02-09

2022-02-23

2022-03-07

2022-03-17

2022-03-27

2022-04-07

MAE/1st round results: 1.11% (Pollotron) vs 1.93% (reco)

https://theconversation.com/peut-on-faire-des-sondages-politiques-avec-youtube-186067



 https://theconversation.com/peut-on-faire-des-sondages-politiques-avec-youtube-186067

2) Recommendations vs polls?

Recom. Frequency _

01 02 03 04

Pecresse-

Zemmour - 40.9% 32.1%

Le Pen-

Melenchon-

Macron- 40%

Macron Melenchon Le Pen Zemmour Pecresse
Watched video (When | watch a video about X)...

Recomended videos (...I get recommended videos about Y)
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